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**Team Members:**
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**Topic Proposed:**

Classifying Finance-Related Tweets

**Objective:**

The objective of this project is to develop an effective classification model for finance-related tweets by accurately categorizing these tweets based on their topic.

**Importance and Challenges:**

Finance-related tweets contain valuable information that can influence financial markets and investor behavior. However, extracting relevant insights has its challenges including: the noisy and abbreviated nature of tweets, sarcasm and irony, difficulty of accurately classifying tweets into specific finance-related topics.

**Dataset:**

We will utilize the [Twitter Financial News](https://www.kaggle.com/datasets/sulphatet/twitter-financial-news?select=valid_data.csv) dataset from kaggle, consisting of 21,107 annotated finance-related tweets. This dataset has been labeled with finance-related topics, such as earnings, currencies, macro, and company news. We believe it will be a suitable foundation for training and evaluating our classification model.

**Algorithms and Implementation:**

We intend to exploit the FinBERT pretrain language model (PLM) for classifying our financial tweets. We believe the domain-specific knowledge of FinBERT will outperform the BERT-base model. A series of experiments will be conducted and compared that both combine and individually implement the fine-tuning and inter-training strategies presented in Sun et al. (2019) and Shnarch et al. (2022), respectively. These experiments will be implemented on both the FinBERT and BERT-base models with the results being compared. Finally, to ensure our advanced models are producing advanced results, will be utilized the methodologies presented in Lin et al. (2023) to compare the PLM to linear classifiers which have been shown to produce competitive performances for text classification.
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